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Appendix B - Current Information Technology Architecture

I. Overview

This section presents the IHS information technology architecture. The architecture provides a business model of the IHS technology infrastructure and provides insight into the technologies employed by various IHS facilities. It can be used to assess and manage system maintenance and upgrades. This section has three primary components:

· Network architecture

· Software, applications, and databases

· Hardware architecture
Network architecture describes the network structure and provides functional models of equipment and protocols. The section includes internal and external facility connectivity, network operations, and Internet services.

Software, applications, and databases describe the primary IHS health care application, Resource Patient Management System (RPMS). The section includes the RPMS operational environment, software architecture, and references to dataflow diagrams in Appendix C.

Hardware architecture provides an overview of the various types of hardware and operating systems currently supporting RPMS. The section includes a description of the standard RPMS platform, the IBM RS/6000, and an overview of the legacy and small facility operating environments.

II. Network Architecture

Introduction

The IHS data network is composed of two distinct parts. The Backbone network (IHSNET) is composed of high-speed point to point lines connecting the twelve IHS Area offices, CHRIB, and the Headquarters offices in Rockville, MD, and Albuquerque, NM. The Area to Health Facility Network (ATHFNET) connects over 450 health facilities located in the continental United States and Alaska. The network supports many agency activities including agency wide e-mail and Internet access, patient data access and entry, telemedicine, teleradiology, information posting, continuing education, distance learning and productivity enhancement tools.

Two nodes of the network, Headquarters East (HQE) and Headquarters West (HQW), are connected to the VA, BIA, DHHS and other organizations to support patient statistical data, financial applications, third party billing, external agency data collection, payroll distribution, and network sharing between the BIA, the IHS, and Navajo Nation.

The IHS maintains a network control center at the HQW offices in Albuquerque, NM and a complete backup network control center in Rockville, MD. All network monitoring, programming, and tuning is conducted from the HQW office.

The following external services are provided using IHSNET:

· National Institutes of Health (NIH) Data Center - Division of Computer Research & Technology (DCRT) in Bethesda, MD supports IHS financial applications/management for RPMS and IHS payroll distribution.

· Social Security Administration (SSA) provides social security number checks for RPMS patient identification.

· Veterans Affairs (VA) exchanges information with IHS.

· Blue Cross/Blue Shield (BC/BS) of Texas supports third-party billing for RPMS.

· Blue Cross/Blue Shield of New Mexico is the Fiscal Intermediary (FI) for IHS Contract Health Services (CHS).

Overview of Network Topology

The IHSNET has a modified star/tree topology as shown in Figure 1. This Wide Area Network (WAN) forms the backbone network for the IHS and connects the twelve Area Offices and CRIB to Headquarters East (HQE) and Headquarters West (HQW). Area Offices provide connectivity to Service Units, and Service Units support connectivity to local clinics. The external computer services are connected to HQE and HQW.

Headquarters East and West are connected via a dedicated T1 link and the Area Offices connect to HQE/HQW via dedicated T1 lines.
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Figure 1. IHSNET Backbone Network
IHS Health Care Facilities (HCFs) are categorized using 1990 statistics:

· High Volume Health Facilities (HVHFs) - those with over 5000 patient visits/year, and

· Low Volume Health Facilities (LVHFs) - those with less than 5000 patient visits/year.

These categories were used to establish hardware needs for IHS health care facilities.

Figure 2 shows the network architecture of the IHS network. The diagram provides a schematic representation of the IHS network, providing details of the technical network components. Only representative facilities are shown.

A variety of communication equipment supports each local area office. The type of equipment used is based on cost and operational considerations, including data traffic volume, response time requirements, regional connectivity, and functional requirements. This creates a second tier system, the Area-to-Health Facility Network (ATHFNET), that is constructed of Frame Relay and X.25 communications lines. The equipment located at the Health facilities consist of X.25 Packet Assemblers-Disassemblers (PADs) and TCP/IP routers. This equipment supports protocols, which include SNA, TCP/IP, 3780, and asynchronous. Currently 256 Kbps Frame Relay lines support most health facilities. 
The ATHFNET WAN has over 450 service locations. Most of these facilities contain Local Area Networks, which interface with the telecommunications equipment.
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Figure 2 Summary Level of IHS Network Architecture 

Details of the Network Architecture 

Headquarters Office Protocols and Equipment

Previous generation IBM System Network Architecture (SNA) protocols will continue to be supported by headquarters and area offices. IBM's 3780 terminal emulation protocol is currently used to send data from Headquarters to Area Offices and to external organizations, although it is being phased out. Currently, the 3780 support is being provided at hub sites by Cisco 4700 equipment, which supports Point-to-Point, Frame Relay, X.25, asynchronous and synchronous link layer protocols including SDLC. SNA traffic is only used between the Oklahoma Area Office and the National Institute of Health - DRCT.

Area Regional Hub to Headquarters Office Connectivity

Eight of the Area Offices connect to HQW using T-1 circuits. These Area Offices include Alaska, Portland, CRIB, California, Phoenix, Tucson, Albuquerque, Billings, and Navajo. Four of the Area Offices connect to HQE using T-1 circuits. These Area Offices include Aberdeen, Bemidji, Oklahoma City, and Nashville.

The hub sites are typically located at the region’s Area Office. These hub sites have Cisco 4700 series routers, which provide many communications ports for external access and internal use. The Cisco equipment support Local Area Network (LAN) and Client/Server protocols including TCP/IP, Frame Relay, SLIP/PPP and ISDN, as well as X.25, BiSynch and SNA. Each regional Hub site also has 28.8 Kbps synchronous modems attached, which are used to provide dial-up X.25 connections to LVHF low end Telematics ACP-10 PADs located within their region. The intra-LAN connectivity of the hub operates on an Ethernet structure.

Health Care Facility Protocols and Equipment

The number of ACF WAN nodes has increased from 375 to 450 since 1990. IHS converted most of the dial-up X.25 connections to FTS 2000 network direct X.25 links, reducing circuit costs. High Volume Health Facility and Low Volume Health Facility designations distinguish the standard communications equipment, which, in turn, defines the connectivity options to the X.25 IHS network. Figure 3 shows a range of Area Office to Health Care Facility network configurations.

High Volume Health Facilities (HVHFs) Protocols and Equipment

The majority of HVHFs are supporting TCP/IP over Frame Relay networks with 256 Kbps line speed. Currently, all of the HVHFs (as well as headquarters and area offices) are configured to support TCP/IP routing and provide Internet access.

Low Volume Health Facilities (LVHFs) Protocols and Equipment

The LVHFs are largely limited to asynchronous traffic due to the type of communications hardware in use, and the limited service provided by the “local” telephone company. The LVHFs use low end ACP PADs for X.25, but are typically not capable of running Frame Relay or IP. Certain sites are expected to remain with their current equipment where low volume and workload size does not warrant the cost of conversion to Frame Relay/IP. With current equipment, LVHFs are able to run 9.6 Kbps circuits to their X.25 network and support asynchronous traffic.

External IHS WAN Protocols and Equipment

At least eight external organizations connect to the IHS WAN through 56 Kbps circuits. Most of IHS’ needs for external mainframe connections are to support various Resource and Patient Management System (RPMS) applications. Other access is for external data collection, used for otherwise unavailable information or for IHS approved research.

IHS Network Operations and Management Systems

A primary Network Control Center (NCC) exists located in Albuquerque, NM with the backup NCC, in Rockville, MD. The NCC performs central management and configuration functions needed for the IHS. The NCC uses Telematics and Cisco network management systems with Sun workstations to provide graphical interfaces to program and monitor the entire network.
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Figure 3. Area Office to Health Care Facility Configurations

.

Internet Services

IHS has a Domain Name (ihs.gov) and Class B address block (161.223.0.0 - 161.223.255.254) assigned by the InterNIC (Network Information Center).

The IHS supports three Internet Access Points with firewalls at HQW, HQE, and Tucson, AZ. The main access point is in Tucson, which provides domain wide routing broadcasts. There is currently a gateway located at HQW (which broadcasts two Class C address blocks - 161.223.90-91) to provide access from IHS to the Veterans Affairs (VA). Additionally, a gateway resides at HQE (which broadcasts 161.223.223).

Network Service Applications

IHS Network services currently support E-mail, Internet Access, File Transport Protocol (FTP) for data transmission, and small volumes of images and video. There is limited desktop video and software application sharing. There are plans to provide services such as Televideo, Telemedicine, and Teleradiology, facilitated by circuits sharing for voice, data, and video traffic.

III. Software, Applications, And Database(s)

RPMS meets IHS’ varying needs to provide information-processing capability directly to end-users and provide useful and quick access to information. RPMS goes hand in hand with the business requirements and mission of IHS because it supports the delivery of health care to American Indians and Alaska Natives. This section discusses the operational environment, software architecture, software application relationships, and dataflow of RPMS.

Introduction

RPMS is a decentralized automated information system of numerous integrated software applications. Many RPMS applications can function in a stand-alone environment if necessary or appropriate. The system is designed to operate on micro and mini-computers located in IHS or tribal health care facilities. RPMS currently have over 35 software applications with some applications in varying stages of production and development.

RPMS software modules fall into three major categories: patient-based administrative applications, patient-based clinical applications, and financial and administrative applications. The patient-based administrative applications include applications that perform patient registration, scheduling, billing, and linkage functions. The patient-based clinical applications include application packages that support the various health care programs within IHS. Thirdly, the financial and administrative applications include application packages that keep track of finances, billing, and equipment. 

The Division of Information Resources (DIR) distributes the RPMS application suite to headquarters and each area office, although these sites may only install and use a portion of the available functionality. The area office releases the RPMS application suite to the appropriate health care facilities, which may also use only a subset of the applications. For example, the patient-based administrative and the patient-based clinical applications are primarily used by health care facilities to support their delivery of health care service. Headquarters and area offices do not administer patient care. Therefore, there is no need for these sites to run these applications. The financial and administrative applications are used by the headquarters, area office, and health care facilities. Headquarters and health care facilities run only a few selected financial and administrative applications, whereas the area office runs all of these applications. Table 1 below summarizes the major categories of applications used at various site types. 

Table 1. RPMS Components by Category and Site Type

Site
Patient-Based
Administrative
Patient-Based
Clinical
Financial and
Administrative

Headquarters


X

Area Office


X

Health Care Facilities
X
X
X

Different RPMS applications may be used at sites of the same type. In general, the type of services (e.g., dental, laboratory, and inpatient) offered at that site determines the scope of RPMS applications used by the facility. In the case of the health care facilities, hospitals will run more of the RPMS applications than the other health care facilities because they deal with both inpatient and outpatient care, whereas the other health care facilities only deal with outpatient care. A typical larger health care facility may run the following applications: Patient Registration, Pharmacy, Dental, Maternal and Child Health, Contract Health Services, Laboratory, and the Patient Care Component (PCC) (assuming all these services are available at the health care facility).

For the headquarters and area office, the RPMS application suite typically is resident on site. For a health care facility, the RPMS application suite can reside on a system located at one of the following:

· The health care facility itself 

· Another health care facility in the same service unit 

· The health care facility’s area office

Usually, an RPMS system and application suite resides at higher volume health care facilities (e.g., hospital or clinic) and the other health care facilities in that service unit access RPMS on their system. If a health care facility does not have a local RPMS system or is not linked to another health care facility with the RPMS application suite, then they link to the area office to utilize RPMS (Figure 4). Regardless of where the RPMS system resides, the health care facilities always access certain financial and administrative applications on their area office’s system. 
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Figure 4. Data Distribution/Storage

Operational Environment

IHS is committed to a standard operational environment that is comprised of various components such as operating systems, application languages, and a standard suite of application software. DIR has developed the following set of standards for the development of software applications:

· UNIX System V Operating System [Although some areas are using DOS platforms]

· MUMPS-ANSI/MDC X11.1 standard application language

· VA Fileman 

· Kernel Version 8

· RPMS Applications

The purpose of DIR standards is to ensure functional soundness and technical correctness of RPMS application programs, and to maintain software portability and promote an open systems environment.

The RPMS software is developed in the programming language MUMPS (Massachusetts Utility MultiProgramming System), sometimes referred to as “M". M is a general purpose programming language that has the ability to process large data files. This ability allows the RPMS to store pertinent patient data in a core set of centralized files. This way, core patient data is not scattered in a number of discipline-specific or program-specific files. This allows core data, such as patient visit data, to flow to the necessary software applications without having the system access multiple files. Based on this single database structure, RPMS has a core set of IHS/VA tables that are shared by all applications. Sets of data files shared by related groups of applications as appropriate. Each health care facility will feed information from its patient encounters into this core set of data. Finally, there are discipline-specific program and management data, which are not in common with the data of most other disciplines and so have their own files. Data flow from these files to the necessary software applications. Figure 5 presents the RPMS file relationships. Within the IHS M environment, Fileman serves the end users as the underlying data management structure. Fileman, an original VA application, provides end users quick ad hoc queries of files and records in an M database, with access of M applications for both data entry collection and reporting.

Software Applications Relationships and Dataflows

As mentioned earlier, RPMS is an integrated group of automated information applications centered around a single database structure and has the ability to link health care facilities to each other and the area offices. The relationships and data flows between the software applications are depicted in Appendix C.

The figures in Appendix C present a hierarchy starting with the entire RPMS and then breaking the RPMS down into the three business categories: patient-based administrative applications, patient-based clinical applications, and financial and administrative applications. Then each one of the categories is further broken down into the specific software applications that relate to that particular category. The patient-based administrative and clinical sets of diagrams are drawn from a health care facility’s perspective. The financial and administrative diagrams are drawn from the perspective of the different facility type.

[image: image5.wmf]Patient Visit 

Records

Provider

of 

Service

Purpose 

of

Visit

(Diagnoses)

Operative

Procedures

Laboratory

Results

RX

Other, Skin Tests,

Immunizations,

Etc...

Patient

Registration

Files

Standard

IHS-VA

Tables

Admission,

Discharge,

& Transfer

Ambulatory

Patient 

Care

Dental

Care

Mental

Health

Nutrition 

&

Dietetics

Contract

Health

Services

Community

Health

Nursing

Other,

Env. Health,

Soc. Services,

Etc...

Third 

Party 

Billing

Cost 

Accounting

Inner Circle - Standard IHS/VA Tables

Middle Circle - RPMS Patient Care Files

Outer Circle - Discipline and Program Specific Files


Figure 5. RPMS File Relationships 

Figure C-1 in Appendix C presents the RPMS context level diagram. It represents the entire system and the external entities that input and/or receive information from the RPMS. The RPMS application suite is represented by the bubbles and the external entities are represented by the rectangles. 

Figure C-2 in Appendix C presents the RPMS level 0 diagram. It breaks RPMS out into the three categories of RPMS applications. Again, this figure shows the external entities that interact with each of the components. This figure also shows the core database of the RPMS, which has been named RPMS. Also seen on this figure is the Patient Care Component (PCC), which is the primary application and repository for patient clinical information. The RPMS database contains all of the patient demographic data that is used by all of the software applications. The PCC file contains all of the data related to a patient’s visit and health care.

Patient-Based Administrative Applications

The patient-based administrative applications shown in the Figures C-3 through C-5 in Appendix C are broken out into registrations and scheduling, QI and QA linkages, and billing, respectively. The reason for this break out is to group related applications together. This same principle was applied to all of the diagrams. 

The generation of patient data starts in the patient-based administrative applications. Before a patient can be seen at a health care facility, the patient’s demographic and eligibility information must be entered into the RPMS through the Patient Registration System (Figure C-3 in Appendix C). The information gathered through the Patient Registration System forms the foundation for the entire facility and IHS-wide database (called RPMS in the figures). All of the other RPMS automated systems key off the patient registration information for core data. The data entered through this system is summarized for national reporting and is transmitted to the central national data repository operated by DIR in the Information Technology Support Center located in Albuquerque, NM.
Data flows through the system in several ways. An IHS employee (depicted by the square with the letter P inside) enters patient information into the Patient Registration System. This application stores information in the RPMS database for use by other applications. The other applications receive the core data essential for their specific operations from the RPMS database. This way core data only has to be entered into RPMS once. Some applications require additional patient information to be entered by an IHS employee. For example, Third Party Billing (Figure C-5 in Appendix C) receives core patient care and visit data necessary for its operations from data stored in the RPMS database. An IHS employee only has to enter in claim data and does not have to reenter core data already entered into RPMS. Then the Third Party Billing System manipulates the data and sends the HCFA 1500 data to the required external agencies: Medicare, Medicaid, or private insurance. In some applications, for example ADT (Figure C-4 in Appendix C) data flows through the application in the same fashion as mentioned above, except data is passed to a file to be stored for future use by that or other application(s). In the case of the ADT application, demographic data is received from the RPMS database and an IHS employee will enter the admissions, discharge, or transfer data into the system. The ADT system manipulates the data, passes patient admission data to the PCC file, and produces a report. Other patient-based administrative applications, such as the Medical Staff Credentials application (Figure C-4 in Appendix C), operate in a stand-alone environment with their own unique data. Using Fileman, the health care facility can also query the database files to produce reports and retrieve meaningful information.

Patient-Based Clinical Applications

The Patient Care Component (PCC), along with the other clinical applications, make up the patient-based clinical and service applications shown in Figures C-6 through C-10. The PCC provides for the local collection and storage of a broad range of health data on patients. This health data is used by IHS employees to administer medical treatment to patients. The PCC also supports the health care delivery, planning, management, and research of the IHS. All of this is done by entering information from the PCC Ambulatory Encounter Form into the PCC and storing the data in a comprehensive patient file, called PCC in the diagrams. The patient-based clinical and service applications are broken out into five diagrams: data management; medications, nutrition, and pharmacy; laboratory testing; drug abuse and mental health treatment; and special services. 

When a patient visits a health care facility, a PCC Ambulatory Encounter Form is filled out for that patient. After the patient’s visit, the encounter form is entered into the PCC through the PCC Data Entry System (Figure C-6 in Appendix C) and the patient’s data is stored in the PCC files. (Note:  The patient encounter form is entered into the system by IHS data entry personnel several days after a patient’s visit). Other applications linked to the PCC, for example Surgery and Laboratory, automatically input patient-related data from their system into the PCC files. The linked applications (e.g., Surgery and Laboratory) enter patient data into their system as services are provided. For example, when a patient goes in for surgery, information regarding the surgery is entered into the Surgery System (Figure C-10 in Appendix C) at the time of the patient’s surgery. The Surgery System creates a report and sends the patient’s surgery data to the PCC files. The data from these applications (e.g., Surgery) are combined with the data from the Encounter Form to create a comprehensive record for a patient. Then the other applications in the PCC retrieve the data from the PCC files to perform specific operations. The PCC applications produce ad hoc reports using the PCC Q-Man, management reports, and health summaries. Some of the applications use PCC data to create files and reports based on a patients health record. The most important and comprehensive report is the Health Care Summary Report. The PCC also has the PCC Data Transmission System so the health care facility can automatically send data to Headquarters West to be stored in the national database.

The other applications in the patient-based clinical and service applications are clinical. Some of these clinical applications are linked to the PCC. In some cases, these applications are not linked to the PCC and they operate only as stand-alone applications. Data flows through these applications by having an IHS employee enter information into the system. The system manipulates the data, passes it on to the PCC files, and then produces a report. The applications that are not linked to PCC only produce a report. For example, the Laboratory System (Figure C-8 in Appendix C) is a clinical application that is linked to PCC. An IHS employee enters a patient’s lab data into the Laboratory System and then the system passes the patient’s lab data to the PCC files. The Laboratory System also produces a report based on an IHS employee’s query. On the other side, there are clinical applications like, the Anatomic Pathology System (Figure C-8 in Appendix C), that are not linked to PCC. The Anatomic Pathology System operates stand-alone; therefore, the information entered into this system by an IHS employee is stored only in the Anatomic Pathology System. All of the clinical applications can operate stand-alone. 

Overall, the patient-based clinical and service applications function in the same manner as the patient-based administrative applications. The only difference is that the patient-based clinical and service applications center on the PCC file instead of the RPMS database. The data in the PCC file is integrated with other data in the RPMS database to make one comprehensive patient database.

Data that is entered into the RPMS by the health care facility is stored in each health care facility’s own RPMS database. On a routine basis, selected data is transferred from the health care facility to the area office via the Area Data Consolidation System. Each of the area offices then consolidates all of the data received from the health care facilities in their geographic area and sends the data to Headquarters West where it is stored in a national database and used for statistical analysis and reporting. The area office does not store any of the data received from the health care facilities (i.e., there is no area-wide consolidated health care database). All patient information is stored in a database at the patient’s local primary health care facility. If a patient is seen at a health care facility that is different than their primary facility, the primary facility is telephoned and that patient’s health summary is faxed to the facility where the patient is being seen. Currently there is no system-wide database integration/synchronization of patient data. There is no sharing of patient data between/among health care facilities in the same or different areas. IHS is working on a Multi-Facility Integration (MFI) System (Figure C-4 in Appendix C) that will provide the capability of integrating Patient Registration and PCC visit/treatment data from multiple sites into an integration site.

Financial and Administrative Applications

The financial and administrative applications are shown in Figures C-11 through C-14 and are broken out according to the site types that run these applications. The diagrams are broken into headquarters, area office, and health care facility site types. Each of these sites types run different applications within the financial and administrative set of applications.

The financial and administrative applications are structured to enhance the administrative processing. The Administrative Resource Management System (ARMS) provides for the electronic processing of requests, acquisitions, procurements, travel orders, training requests and Electronic Funds Transfer (EFT) using an electronic signature for approvals. The Financial Data Management System (FDMS) processes EFTs and Electronic Payments for the reconciliation of financial obligations. The Supply Administration Management System (FMS) allows for issuing and tracking of supplies. The Third Party Billing system allows for the generation of an electronic medical bill. The Accounts Receivable system tracks medical billing and an electronic remittance advice for posting payments received from private payers.

Data flow through these systems in the same fashion as the other applications:

· An IHS employee enters data into the system for processing

· The system receives data with external entities

· The system manipulates the data and then produces reports

· The system sends data to external entities and sends data to files

IHS recognizes the cost benefit of using Electronic Data Interchange (EDI) financial and administrative functions. The financial applications exchange data with the Treasury Department to accomplish Electronic Funds Transfer (EFT) and payments, the DHHS Health Accounting System to maintain a formal commitment register, and third party payers. The IHS and Treasury Department are participating in a pilot project to receive electronic medical claim remittance advice for reconciliation of third party medical claims payments. IHS has tested the exchange of an electronic medical claim, 837 X12 3070 version, with the Medicare Fiscal Intermediary and is receiving an medical claim electronic remittance advice, 835 X12 3050 version, in collaborative project with the Treasury Department.

IHS plans further expansion of EDI. IHS is conducting technical analysis to achieve the effective application of electronic data interchange standards for financial and health care transactions. 

IHS intends full compliance with the Federal Acquisition Act, the Health Insurance Portability Accounting Act, as well as the Department of Health and Human Services Office of the Secretary’s direction to establish an Electronic Commerce Alternative to FACNET.

IHS is now integrating clinical data with financial and administrative data to achieve a level of healthcare cost reporting with a limited level of financial and administrative decision support.  

Healthcare reform and Managed Care make it necessary to further develop cost reporting into cost accounting with comprehensive financial and administrative decision support by integrating clinical, financial and administrative data from RPMS.

In summary, RPMS is an integrated set of software applications designed to meet IHS’ business needs. RPMS is essential to IHS delivery of quality health care to American Indians and Alaska Natives. 

IV. Hardware Architecture

This section describes the hardware architecture and operating system environment for RPMS. The purpose of this section is to provide an overview of the various hardware environments currently supporting RPMS users within IHS. The current hardware standard for RPMS is the IBM RS/6000 and, as such, most of the information contained in this section pertains directly to the RS/6000.

A number of legacy host and small facility operating environments that support RPMS exist within IHS. The standard RPMS platform currently being procured by IHS is the IBM RS/6000 running AIX. Other environments that host RPMS include various implementations of UNIX, DOS, and Windows NT. Currently at most sites, RPMS is hosted on one of the three UNIX platforms (UNIX, SCO UNIX, and AIX) described in this section. A brief description of the various RPMS legacy and small facility environments can be found at the end of this section.

IHS RS/6000 Configuration Overview

The IHS configuration of the IBM RS/6000 runs the AIX operating system, which is IBM’s cross platform implementation of UNIX. AIX is fully compliant with all published Federal Portable Operating System Interface for Computer Environments (POSIX) standards. The standard configuration also includes the following software components: 

· 3780 BSC software

· TCP/IP, NFS

· M

· M Distributed Database Protocol (DDP)

· M Network

· M Local Area Transport (LAT)

IHScurrently deploys two standard configurations of the IBM RS/6000 model 580, which are the Class I System Minimum Configuration and the Class I System Expanded Configuration. IHS has classified health care facilities as either low or high volume facilities and uses this classification to determine which of the two RS/6000 configurations is deployed at each site. Low volume facilities are configured with the Class I System Minimum Configuration, which can support 64 or fewer concurrent users. High volume facilities have the Class I System Expanded Configuration, which can support up to 128 concurrent users. Figure 6 shows the major components of the IHS Class I System configurations. Both configurations are comprised of identical system components, with each 
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Figure 6. Class I System Major Components

RS/6000 connected to a Local Area Network (LAN), which is then connected to the IHS Wide Area Network (WAN). RPMS users access the system via modem, CRT terminals, or personal computers (PCs) located on the LAN. Remote users (typically at small IHS facilities) can access the RPMS system via modems that connects to the RS/6000 terminal controllers or by emulating LAN access through LAT, SLIP, or PPP connections. Users accessing the RS/6000 remotely use CRT terminals with modems attached or PCs with modems running terminal emulation software.

Class I System Minimum Configuration

The Class I System Minimum Configuration, shown in Figure 7, has 128 Megabytes (Mbytes) of memory, two 1.0 Gigabyte(s) (Gbytes) IBM disk drives (3.5 inch), an additional IBM Micro Channel, Small Computer System Interface (SCSI) controller, and an IBM high performance Micro Channel Ethernet controller. Components that have been integrated into the system include two 3.0 Gbytes disk drives (5.25 inch), a 128-port asynchronous (async) Input/Output (I/O) adapter card, an 8 millimeter (mm) external tape drive, two Cathode-ray tubes (CRTs), one narrow-carriage dot matrix printer, one wide-carriage dot matrix printer, one laser printer, one 9600 async modem, two RS-232C standard 16-port concentrators, and four Ethernet terminal servers. 

Class I System Expanded Configuration

The Class I System Expanded Configuration consists of all the components of the minimum configuration and includes an additional 64 Mbytes of memory (two 32 Mbytes Random Access Memory (RAM) cards), two additional 3.0 Gbyte SCSI disk drives, two additional RS-232C standard 16-port concentrators, and two additional Ethernet terminal servers (see Figure 8).

Major RS/6000 Model 158 Components

The Class I configurations contain all of the components necessary for the system to support the RPMS application. The sections below describe the major components for both Class I configurations. Those instances where the Expanded and Minimum configurations have different components are described below.

Class I System Disk Storage Subsystem

The Class I Systems are configured with a magnetic disk storage subsystem. Each RS/6000 Model 580 has more than 3 Gigabyte (GB) of formatted mirrored disks. Systems upgraded to the Expanded Configuration contain 6 Gigabyte (GB) of formatted mirrored disks.

Class I System Network and Direct Ports 

The Class I System configuration provides a number of Network Ports and Direct Ports to support terminals, printers, and modems at respective IHS facilities. 

The Network Ports utilize the Emulex Performance 2516 Ethernet/LAT terminal servers in 16 port configurations. These terminal servers reside on the LAN at each facility, and support all terminals, printers, and modems. 

Direct Ports use DigiBoard’s DigiCHANNEL Host Adapter and 16 port concentrators. The concentrators operate on an RS-422 standard high-speed channel and service terminals throughout an IHS facility. The DigiCHANNEL concentrators support CRT terminals, printers, and modems. 
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Figure 7. Class I System Minimum Configuration
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Figure 8. Class I System Expanded Configuration

Class I System Operator CRT Console

The Operators CRT console include two IBM 3151 American National Standards Institute (ANSI) standard terminals and keyboards with each Class I system. Each console is connected to a Direct Port concentrator or to the Network Port terminal server. The terminal also provides a port to connect a printer, which can be dedicated to local screen-printing or to the host system. 

8mm Cartridge Tape Unit

An 8-mm tape backup subsystem is part of the Class I System configuration and can store up to 25 GB of data on any single 8-mm cartridge. 

Class I System Printers

The RS/6000 system employs both heavy-duty dot-matrix printers and laser printers. The dot-matrix printers are configured with both a parallel interface and a serial interface, allowing the printer units to connect to either the Network Port terminal servers or the Direct Port concentrators. Each laser printer unit contains a serial interface and necessary cables for operation from either the Network Port terminal servers or the Direct Port concentrators. 
Class I System Asynchronous Modems

To meet the smaller IHS facilities’ communications requirements, the IHS Class I System configuration includes US Robotics Courier V.32bis—standard asynchronous modems. These modems support (1) auto-dial capabilities, (2) asynchronous transmission speeds up to 14.4 Kilobits per second (Kbps), (3) error-free transmission at the highest possible speed, and (4) data compression. Modems are configured to operate on the Network Port terminal servers or the Direct Port concentrators. 

Optional Hardware Components

The following list identifies optional hardware items that can be added to the Class I System configuration. None of the optional hardware items are specified for a particular configuration (i.e., Minimum, or Expanded). 

· 9 Track Tape Drive

· Line Printer (+ cable)

· Synchronous Modem (+ cable)

· Uninterruptible Power Supply x 2

· Compact Disc, Read-Only Memory (CD-ROM)

Legacy and Small Facility Operating Environments

IHS has deployed a variety of platforms to support RPMS application software. These legacy and small facility RPMS operating environments include SCO UNIX and DOS on Intel platforms, and a growing number of sites running Windows NT. The most widely deployed RPMS environments are:

· SCO UNIX— The most common platform for IHS running RPMS. The most common models of RPMS SCO UNIX hosts are all varieties of Intel based servers.

· DOS—The most common DOS manufacturers/models are all varieties of Intel Based servers. 

It is not unusual for the implementation of a particular platform to reflect area or regional preferences. For example, DOS platforms are found almost exclusively in the Bemidji, California, and Tucson areas whereas SCO platforms are prevalent in the Oklahoma, Portland and Phoenix areas.

It must be noted that IHS is actively replacing some of their older platforms with newer Intel based Pentium platforms.
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